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In this paper, we outline the development of the core optimization technology used within a decision support tool to help providers and caretakers in constructing catch-up schedules for childhood immunization. These schedules ensure that a child continues to receive timely coverage against vaccine preventable diseases in the likely event that one or more doses have been delayed.

This work, a collaborative effort between the Centers for Disease Control and Prevention (CDC) and Georgia Institute of Technology, achieves a long-standing goal of providing a freely available and easy to use tool that removes from the task of constructing a catch-up schedule the tedious combinatorial aspects while maintaining a level of generality that allows easy accommodation for changes in the existing rules and adding new vaccines to the schedule lineup.

Although the catch-up scheduling problem is NP-hard, we develop a Dynamic Programming algorithm that exploits the typical size and structure of the problem to construct optimized schedules at almost the click of a button. In using an optimization based algorithm, our approach is unique not only in methodology but also in the information, strategy and advice we can offer to the user.

The tool is being advocated by both the CDC and the American Academy of Pediatrics (AAP) as a means of encouraging caretakers and providers to take a more proactive role in ensuring timely vaccination coverage of children under their care, as well as ensuring the accuracy and quality of a catch-up regime.

1. Introduction

With the goal of ensuring timely and accurate administration of vaccines, the Advisory Committee on Immunization Practices (ACIP) of the CDC together with the AAP and the American Academy of Family Physicians (AAFP) annually publish a recommended immunization schedule for children aged 0 to 6 years (see Figure 1 and CDC (2008c)). For a child who misses the recommended time for a dose, a healthcare professional faces the challenging task of constructing a catch-up schedule for that child under certain rules and guidelines for the administration of the remaining doses. These rules and guidelines specify the feasible number, timing and spacing of doses of each vaccine based on the child’s age, the number of doses already received, and the child’s age when each dose was previously administered (see Figure 2 and CDC (2008c) for a summary of guidelines for catch-up immunization).

Immunization programs have a significant impact on public health and have been shown to be one of the most beneficial and cost effective disease prevention measures (Zhou et al. (2005) and Maciosek et al. (2006)). Although most school going children in the United States that are six years and over are deemed covered against vaccine preventable diseases, most do not receive the optimal protection due to incomplete, untimely or erroneous vaccination. A comprehensive study carried out by Luman et al. (2002) found that only 9% of children surveyed received all of their vaccinations at the recommended times and that only half received all their recommended doses by their second birthday. More recent data gathered as part of the National Immunization Survey (see CDC (2008b)) indicate only slight improvement in immunization coverage rates for individual vaccines. The introduction of new vaccines to the recommended schedule adds complexity and the potential for deterioration in the overall timeliness of vaccination. Once a child falls behind the recommended schedule, statistics indicate that they often do not catch-up until close to reaching a school going age when an accelerated...
regime is most likely administered to meet the minimum coverage mandated by most schools.

Several factors contribute to poor and untimely vaccination rates. Some, such as parental misunderstanding and logistical difficulties affected by various environmental and socioeconomic factors are generally difficult to address and remedy. However, the problem is often exacerbated by incomplete and inaccurate catch-up schedules constructed by healthcare professionals. Constructing an accurate catch-up schedule is both a challenging and time-consuming task. It therefore comes as no surprise that healthcare professionals struggle to construct manually, catch-up schedules that reflect the best possible coverage for a child (Cohen et al. (2003) and Irigoyen et al. (2003)) and providers often fail to identify opportunities to vaccinate a child who may be at a clinic for purposes other than vaccination (Holt et al. (1996) and Szilagyi et al. (1993)). The complexity of the task is highlighted by the survey carried out by Cohen et al. (2003) in which healthcare professionals were asked to construct catch-up schedules for 6 different hypothetical scenarios describing children who have fallen behind. On average, only 1.83 out of the schedules constructed for the 6 scenarios were deemed correct. Indeed, 81% of the respondents were of the opinion that the catch-up regimes were “difficult or very difficult” to design.

In this paper, we investigate the catch-up scheduling problem and outline a Dynamic Programming (DP) algorithm that has been successfully adopted within a tool (downloadable from www.cdc.gov/vaccines/scheduler/catchup.htm) developed jointly by CDC and Georgia Institute of Technology to help caretakers and providers make timely and accurate decisions with regards to childhood vaccination.

1.1. Prevailing Technologies

The concept of a decision support tool to aid physicians in the important task of constructing catch-up schedules is not new. Currently, most Immunization Information Systems (formerly Immunization Registries) have some form of decision support tool for immunization scheduling (see CDC (2008a)). However, the availability and participation of providers in using Immunization Information Systems vary wildly by state and the type of provider (Rasulnia and Kelly (2006)). Furthermore, these tools are...
somewhat limited with regards to the length of the scheduling horizon (i.e., only give a schedule for the current and next doses that are due), and follow rule-based decision making (also known as expert systems) that sequentially go through and schedule each vaccine individually (Miller et al. (1997) and Miller (1997)). There are several drawbacks to this approach. First, when there are changes in the rules or addition of new vaccines, the internal logic behind the tool needs to be updated as well, which is often a lengthy process in the order of months. Second, sequential decision making cannot effectively optimize a schedule under rules that couple together the decision making for scheduling doses of different vaccines. With the growing number of vaccines and introduction of new combination vaccines, functionality that captures the coupling effects of different vaccines within a decision support tool has become increasingly important and clearly, the availability and scope of the current technologies are soon to be inadequate in coping with the needs of a provider or caretaker.

In what follows, we give a precise description of the catch-up scheduling problem in §2, a brief outline of relevant literature in §3, analyze the complexity of the problem in §4, discuss our experience with optimization techniques (in particular dynamic programming) as a possible solution approach in §5, present solutions obtained for two real-life scenarios in §6, and relay some preliminary statistics about the use of the tool and initial feedback from both physicians and parent in §7.

2. Problem Description and Notation

Given the current age of a child and their vaccination history (i.e., the number and timing of doses of each vaccine already administered), the catch-up scheduling problem is one of constructing a schedule for the remaining doses so that each dose is scheduled within the minimum and maximum age for that vaccine and dose, and the time separation between (not necessarily successive) doses of the same vaccine does not violate a certain minimum gap. This minimum gap may vary by vaccine, dose, current age and/or age at which some previous dose is administered. For example, the minimum gap between the second and third dose of Hib is 4 weeks if the current age is < 12 months, and the minimum gap is 8 weeks if the current age is ≥ 12 months and the second dose is administered at age < 15 months. In addition to regulating the gap between doses of the same vaccine,
doses of live vaccines can only be administered during the same visit or at least a certain number of fixed days apart (28 days under the current guidelines). Finally, the number of simultaneous administrations (i.e., number of vaccinations administered during a single visit) may be discretionarily limited to avoid significant discomfort to a child.

Note that even without imposing a limit on the number of simultaneous vaccinations, it may not be possible to construct a schedule in which all the remaining doses can be feasibly scheduled. If a dose for some vaccine cannot be scheduled, the vaccination series for that vaccine is considered incomplete.

In certain cases depending on the child’s age and/or the age at which some previous dose is given, it may be beneficial or necessary to prematurely terminate a series. For example, a child normally receives 4 doses of PCV, however, the second dose is deemed final if the first dose is administered at age ≥ 12 months or the current age is 24-59 months. In either case, the third and forth doses are unnecessary. This form of contraindication can be captured by setting the required gap between the appropriate pair of doses to infinity for the appropriate range for the current age and the age when the earlier dose in the pair is administered. For example, Table 1 demonstrates how one can capture the spacing between doses, it maybe possible to force a contraindication by unnecessarily delaying the administration of some dose. Thus, when constructing a schedule, we are required to maximize the number of completeable vaccination series, and among such candidate schedules, maximize the total number of scheduled doses and minimize the total delay from the recommended age of administering these doses.

We next introduce notation characterizing the catch-up scheduling problem more formally:

\[ V \] the set of vaccines.
\[ n_v \] the total number of doses that constitute the completion of a vaccination series of \( v \in V \).
\[ t_{\text{min},i} \] the minimum age for administering dose \( i \in \{1, \ldots, n_v\} \) of \( v \in V \).
\[ t_{\text{max},i} \] the maximum age for administering dose \( i \in \{1, \ldots, n_v\} \) of \( v \in V \).
\[ t_{\text{rec},i} \] the recommended age for administering dose \( i \in \{1, \ldots, n_v\} \) of \( v \in V \).
\[ t_{\text{gap},i,j}(t_i, t_j) \] the minimum gap required between dose \( i \) and dose \( j > i \) of vaccine \( v \) when \( i \) is administered at age \( t_i \), and \( j \) is being considered for administration at age \( t_j \).
\[ V_{\text{live}} \subseteq V \] the set of live vaccines.
\[ t_{\text{live}} \] the minimum gap required between doses of any live vaccines when they are not administered during the same visit.
\[ M \] the maximum number of simultaneous administrations.

Given a schedule denoted by \( s \), we use the following notation to define the number and timing of doses scheduled along with some other characteristics of \( s \):
\[ n_v(s) \] the number of doses of vaccine \( v \) that have been scheduled in \( s \).
\[ t_{v,i}(s) \] is the age at which dose \( i \in \{1, \ldots, n_v(s)\} \) of \( v \) is scheduled in \( s \).
\[ m(s,t) \] the number of vaccinations scheduled at age \( t \), i.e., \( m(s,t) = |\{v \in V : t_{v,i}(s) = t \text{ for some } i\}| \).
\[ c(s) \] the number of completeable vaccination series, i.e., \( c(s) = |\{v \in V : n_v = n_v(s)\}| \).
\[ n(s) \] the total number of doses scheduled, i.e., \( n(s) = \sum_{v \in V} n_v(s) \).
\[ d_{v,i}(s) \] the delay from the recommended age of administering dose \( i \) of vaccine \( v \), i.e., \( d_{v,i}(s) = \max\{0, t_{v,i}(s) - t_{\text{rec},i}\} \).
\[ d(s) \] the total delay from the recommended age of administering the scheduled doses, i.e., \( d(s) = \sum_{v \in V} \sum_{i=1}^{n_v(s)} d_{v,i}(s) \).
\[ t(s) \] an age after which no doses have been scheduled, i.e., \( t(s) \geq t_{v,i}(s) \) for all \( i \in \{1, \ldots, n_v(s)\} \) and \( v \in V \).

For a given schedule \( s \), we can then define feasibility as follows: A schedule \( s \) is feasible if
Table 1 The spacing between the first dose and remaining doses of PCV

<table>
<thead>
<tr>
<th>dose i</th>
<th>dose j &gt; i</th>
<th>age i is administered</th>
<th>age j is considered for administration</th>
<th>min gap between i and j</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>[0, 12 months)</td>
<td>(0, ∞)</td>
<td>4 weeks</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>[0, 12 months)</td>
<td>(0, ∞)</td>
<td>8 weeks</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>[0, 12 months)</td>
<td>(0, ∞)</td>
<td>16 weeks</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>[12 months, ∞)</td>
<td>(24, 60 months)</td>
<td>8 weeks</td>
</tr>
<tr>
<td>1</td>
<td>3, 4</td>
<td>[12 months, ∞)</td>
<td>(24, 60 months)</td>
<td>∞</td>
</tr>
<tr>
<td>1</td>
<td>2, 3, 4</td>
<td>[24 months, ∞)</td>
<td>(0, ∞)</td>
<td>∞</td>
</tr>
</tbody>
</table>

F-1. \( s \) satisfies the time windows for individual doses, i.e., \( t_{v,i}^{\min} \leq t_{v,i}(s) \leq t_{v,i}^{\max} \) for all \( i \in \{1, \ldots, n_v(s)\} \) and \( v \in V \).

F-2. \( s \) satisfies the gap requirements between doses of the same vaccine, i.e., \( t_{v,j}(s) - t_{v,i}(s) \geq t_{v,j}^{\min}(t_{v,i}(s), t_{v,j}(s)) \) for all \( i \in \{1, \ldots, n_v(s)\}, j \in \{i+1, \ldots, n_v(s)\} \) and \( v \in V \).

F-3. \( s \) satisfies the gap requirement between doses of live vaccines, i.e.,

\[
|t_{w,j}(s) - t_{v,i}(s)| \geq \tau_{live}
\]

for all \( i \in \{1, \ldots, n_v(s)\}, j \in \{1, \ldots, n_w(s)\} \) and \( v, w \in V^{live} \).

F-4. No more than \( M \) doses are scheduled in \( s \) at any given age, i.e., \( m(s, t) \leq M \) for all \( t \).

We say that a schedule \( s' \) is an extension of schedule \( s \), if \( s' \) can be obtained from \( s \) by scheduling any remaining doses of \( s \) after \( t(s) \).

The catch-up scheduling problem can then be stated as follows: Given a feasible schedule \( s \), the catch-up scheduling problem is one of extending \( s \) to a feasible schedule \( s^* \) so that

\[
\begin{bmatrix}
    c(s^*) \\
    n(s^*) \\
    -d(s^*)
\end{bmatrix} \geq_L
\begin{bmatrix}
    c(s') \\
    n(s') \\
    -d(s')
\end{bmatrix}
\]

for any other feasible extension \( s' \) of \( s \). Here we use \( \geq_L \) to represent a lexicographical ordering of vectors. Thus, \( s^* \) is the best extension of \( s \) with respect to (1) the number of completable vaccination series, (2) the number of scheduled doses, and (3) the total delay from the recommended age of administering the scheduled doses, in the stated order of priority.

3. Similarities with Traditional Scheduling Problems

There exists an extensive amount of research and literature focused on scheduling and sequencing problems. The reader is referred to Brucker (2004), Pinedo (2002) and Chretienne et al. (1995) for a thorough exposition on a variety of scheduling problems, complexity results and solution approaches. Of particular interest to us are scheduling problems with simple “chain” type precedence constraints that are analogous to scheduling doses of a vaccination series.

The catch-up scheduling problem can be viewed as a multi-processor scheduling problem where a job corresponds to a particular dose of some vaccine, and we have chain type precedence requirements for jobs corresponding to doses belonging to the same vaccine to ensure that the doses are scheduled in sequence. The number of available processors corresponds to the maximum number of simultaneous administrations. In addition to chain type precedence constraints, each job has a unit processing time, release and due dates corresponding to the allowable window for administering a dose, variable separation times between jobs corresponding to the doses of the same vaccine, and fixed separation times between jobs corresponding to the doses of live vaccines. Following are just a few relevant examples from a much broader spectrum of work on scheduling that share characteristics with the catch-up scheduling problem.

Brucker et al. (1999), show that the two-machine scheduling problem with chain precedence and unit execution times is solvable in linear time when minimizing makespan. Jansen et al. (1995) show that the identical problem when forcing jobs to be executed on one of the two machines is NP-complete. They give an approximation scheme for minimizing the makespan of the schedule. Chu and Proth (1994), analyze a similar one-machine problem except the hardness in their problem arises
from non-unit execution times and the requirement of spacing consecutive jobs in a chain within a given minimum and maximum value. They use a branch-and-bound algorithm to find the optimal schedule, and use a heuristic policy to find schedules for intractable instances. Wikum et al. (1994) analyze an identical problem with the addition of release dates. They note that the problem is easy to solve if each chain consists of a single job, and give a polynomial algorithm to solve the problem under these assumptions. Drora et al. (1997), show the catch-up scheduling problem without release dates and separation requirements remains NP-complete when the objective is to minimize the total completion times rather than makespan. They also point out that a variation of the problem where jobs belonging to the same chain have to processed on the same machine can be polynomially solved. Finally, Kubiak et al. (1998) prove that two-machine scheduling problem with chain precedence, unit execution times and no more than two jobs per chain is polynomial solvable in the presence of a single resource constraint.

While the catch-up scheduling problem encapsulates many of the complexities of the above mentioned scheduling problems, it differs from them in that it may not be possible to construct a feasible schedule with all remaining doses and since the required separation between doses varies with not only the current age of the child but also, the age at which some previous dose is administered. As a result, one has to employ a multi-level objective that is not typically found in literature but at the same time, ideally suited for DP.

4. Problem Complexity

We next highlight some of the main complexities of the catch-up scheduling problem by showing that the problem remains NP-complete under various simplifications. The analysis helps us identify some of the complicating characteristics that need to be addressed in the design of the DP algorithm outlined in the next section.

PROPOSITION 1. The catch-up scheduling problem is NP-complete without any restrictions on the minimum gap between doses and without live vaccines.

Proof We prove by reduction from the well known NP-complete Set Packing problem (see Garey and Johnson (1979)) defined as follows:

INPUT: A set of subsets \( Q = \{Q_1, \ldots, Q_m\} \) of the universal set \( U = \{1, \ldots, n\} \).

QUESTION: What is the largest packing (i.e., number of disjoint subsets) of \( Q \)?

For convenience, we may assume without loss of generality that for each \( i = 1, \ldots, m \), the set \( Q_i = \{q_{i,1}, q_{i,2}, \ldots, q_{i,n}\} \) is ordered such that \( q_{i,j} < q_{i,j+1} \) for all \( j = 1, \ldots, |Q_i| - 1 \). Thus, \( \{1, \ldots, m\} \) can be viewed as the set of vaccines and \( q_{i,j} \) the age at which dose \( j \) of vaccine \( i \) must be administered. The corresponding instance of the catch-up scheduling problem can then be obtained as follows:

- \( V = \{v_1, \ldots, v_m\} \),
- \( n_v = |Q_i| \) for \( i = 1, \ldots, m \),
- \( t_{\min} = t_{\max} = t_{\text{rec}} = q_{i,j} \) for all \( i = 1, \ldots, m \) and \( j = 1, \ldots, n_v \),
- \( t_{\text{gap}}(t_j, t_j) = 0 \) for all \( i = 1, \ldots, m, j = 1, \ldots, n_v, k = j + 1, \ldots, n_v, t_j, t_k \),
- \( V_{\text{live}} = \emptyset \),
- \( t_{\text{live}} = 0 \), and
- \( M = 1 \).

Let \( s \) be an empty schedule (i.e., without any doses scheduled) and \( t(s) = 0 \).

Observe that a series of vaccine \( v_i \) can be completed only if each dose \( j \in \{1, \ldots, |Q_i|\} \) is scheduled at exactly the age \( q_{i,j} \). Thus, since \( M = 1 \) (i.e., no two vaccinations can be given at the same age), finding a maximum packing is equivalent to finding an extension of \( s \) with the most number of completable vaccination series. \( \square \)

PROPOSITION 2. The catch-up scheduling problem is NP-complete without any restrictions on the maximum age for a dose and without live vaccines.

Proof We again prove by reduction from the NP-complete Set Packing problem defined earlier in the proof of Proposition 1:

- \( V = \{v_1, \ldots, v_m\} \),
- \( n_v = |Q_i| + 1 \) for \( i = 1, \ldots, m \),
- \( t_{ij}^{\text{min}} = t_{ij}^{\text{rec}} = q_{ij} \) for all \( i, j \) and \( q_{ij} = 1, \ldots, m \).
- \( t_{ij}^{\text{min}} = t_{ij}^{\text{rec}} = n + i \) for all \( i, j = 1, \ldots, m \).
- \( t_{ij}^{\text{rec}} = \infty \) for all \( i, j = 1, \ldots, n_{ij} \).
- \( t_{ij}^{\text{gap}}(t_j, t_k) = 0, t_j = t_{ij}^{\text{min}} \) for all \( i = 1, \ldots, m, j = 1, \ldots, n_{ij}, k = j + 1, \ldots, n_{ij}, \) and \( t_k \),
- \( V^{\text{live}} = \emptyset, \)
- \( t^{\text{live}} = 0, \)
- \( M = 1. \)

Let \( s \) be an empty schedule (i.e. without any doses scheduled) and \( t(s) = 0. \)

Observe that a series of vaccine \( v_i \) can be completed only if each dose \( j \in \{1, \ldots, |Q_i|\} \) is scheduled at exactly the age \( q_{ij} \). Indeed, if a dose \( j \) is scheduled after \( q_{ij} \), then any remaining doses after \( j \) (of which there is at least one) cannot be scheduled since the minimum gap would be \( \infty \). Note that if the first \( n_{ij} - 1 \) doses can be scheduled at age \( q_{ij} \) for each \( j \in \{1, \ldots, |Q_i|\} \), then the last dose can always be scheduled at an age that does not interfere with any dose of any other vaccine. Thus, since \( M = 1 \) (i.e. no two vaccinations can be given at the same age), finding a maximum packing is equivalent to finding an extension of \( s \) with the most number of completable vaccination series. \( \square \)

**Proposition 3.** The catch-up scheduling problem is NP-complete without any restriction on the number of simultaneous administrations.

**Proof** We yet again prove by reduction from the NP-complete Set Packing problem defined earlier. This time however, we use the restrictions imposed by live vaccines:
- \( V = \{v_1, \ldots, v_m\}, \)
- \( n_{ij} = |Q_i| \) for \( i = 1, \ldots, m, \)
- \( t_{ij}^{\text{min}} = t_{ij}^{\text{rec}} = 2 \max\{m, n\}(q_{ij} - 1) + i \) for all \( i, j = 1, \ldots, n_{ij}, \)
- \( t_{ij}^{\text{max}} = t_{ij}^{\text{rec}} = \infty \) for all \( i = 1, \ldots, m \) and \( j = 1, \ldots, n_{ij}, \)
- \( t_{ij}^{\text{gap}}(t_j, t_k) = 0 \) for all \( i = 1, \ldots, m, j = 1, \ldots, n_{ij}, k = j + 1, \ldots, n_{ij}, t_j \) and \( t_k, \)
- \( V^{\text{live}} = V, \)
- \( t^{\text{live}} = \max\{m, n\}, \)
- \( M = \infty. \)

Let \( s \) be an empty schedule (i.e. without any doses scheduled) and \( t(s) = 0. \)

Firstly, observe that a series of vaccine \( v_i \) can be completed only if each dose \( j \in \{1, \ldots, |Q_i|\} \) is scheduled at exactly the age \( 2 \max\{m, n\}(q_{ij} - 1) + i. \) Next observe that if \( q_{ij} = q_{ik} \), then doses \( j \) and \( l \) of vaccines \( i \) and \( k \) respectively cannot both be part of a feasible schedule. Indeed, \( |(2 \max\{m, n\}(q_{ij} - 1) + i) - (2 \max\{m, n\}(q_{kj} - 1) + k)| = |k - i|, \) when \( q_{ij} = q_{kj}. \) Thus, doses \( j \) and \( l \) cannot be administered at the same age or at least \( t^{\text{live}} = \max\{m, n\} \) apart since \( 0 < |k - i| < m \leq \max\{m, n\} \) when \( k \neq i. \) Conversely, if the gap between the only allowable time to administer dose \( j \) of vaccine \( i \) and dose \( l \) of vaccine \( k \) is greater than 0 but less than \( t^{\text{live}} = \max\{m, n\}, \) then it must be the case that \( q_{ij} = q_{kj}. \) Thus, finding a maximum packing is equivalent to finding an extension of \( s \) with the most number of completable vaccination series. \( \square \)

**5. Solution Approach**

Although, the catch-up scheduling problem is theoretically intractable, the typical size of the catch-up scheduling problem does not pose a huge challenge in terms of ultimately being able to solve these problems. Instead, the challenge we face is in being able to solve these problems consistently within a short amount of time (generally a few seconds).

### 5.1. An Integer Programming model

Integrating an Integer Programming (IP) solver such as the free to use Branch-and-Cut solver provided by COIN-OR ([www.coin-or.org](http://www.coin-or.org)) within an automated tool although not a trivial task, is a reasonably quick and fairly straightforward process and thus, was the obvious choice as a starting point to solve the catch-up scheduling problem.

By assigning binary variables to decisions corresponding to administering a dose of some vaccine at a given point in time chosen within a predefined time discretization, we were able to model the catch-up scheduling problem with a natural time expanded formulation. In all, instances of the catchup scheduling problem typically required approximately 1,700 to 2,500 binary variables and about 600 constraints half of which correspond to the constraints that couple together the timing and spacing of live-virus vaccines.
We encountered several difficulties with the development and solution process of the IP model. Primary of these was having to quantify all objective measures within a single objective function. Recall that the paradigm for constructing catch-up schedules has a clearly defined hierarchy that requires us to maximize the number of completable vaccination series first before trying to maximize the number of doses and minimize the total delay in administering doses. We tried to emulate this structure using a hierarchy of penalties in the objective that favored the completion of a vaccination series over the number of doses scheduled and the delay in administering doses. Unfortunately, the interaction of the large penalties for skipping a dose with the penalties for delaying administrations made the IP unstable in certain cases requiring far too much computation time for an online tool. The problem was exacerbated by the fact that the feasible solutions found early in the process, were either of poor quality or nonsensical even if they had relatively small provable gaps.

On examining the problematic instances and the fractional solutions they tended to favor, we noticed a common theme: In most of these instances, there were doses that were well overdue and by choosing not to administer the dose immediately, the dose may then fall within the window of contraindication. Although we use penalties to ensure this does not occur in any optimal integer solution, it may indeed be the case that the fractional solutions prefer to push-back administering a dose in the hope that it is contraindicated and thus we do not pay the penalty for administering a delayed dose. This form of gaming is clearly contrary to the paradigm for constructing catch-up schedules.

To counter some of these difficulties, we used priority branching that favors decision variables corresponding to doses that are well overdue and/or on the verge of being contraindicated and included additional constraints that enforced a certain minimum number of doses are always scheduled for each vaccine. In addition, we toiled with several alternative formulations with fewer variables in the objective with large penalties at the expense of more auxiliary decision variables. We also relaxed some of the problematic constraints that couple together the decision making of different vaccines such as limiting the number of simultaneous administrations and regulating the gap between live vaccines. Depending on the tightness of the limit on number of simultaneous administrations, we only enforced this constraint for the first few weeks of the future schedule horizon and ignored the constraints coordinating the schedule of live vaccines altogether. On the off-chance that the optimal solution violates some of these conditions, we were often able to correct the schedules heuristically by pushing-back some doses without changing the schedule too much. Rarely did we come across instances for which we could not fix the solutions.

These simple schemes together with tuning the cut and pre-processing parameters of the solver brought down the solution times from several minutes on average and up to half an hour for some instances, to few tens of seconds on average and no more than a minute. Although a vast improvement, we still needed a certain worst-case guarantee of the runtime that scales better than the IP. This prompted us to investigate the possibility of using DP.

5.2. A DP Algorithm

In this section, we outline a DP algorithm for solving the catch-up scheduling problem. We start by identifying “dominance” of one schedule over another.

**Definition 1 (Dominance).** Given two feasible schedules \(s_1\) and \(s_2\) such that \(t = t(s_1) = t(s_2)\), we say \(s_1\) dominates \(s_2\) or \(s_1 \leq s_2\), if we can extend \(s_1\) to a schedule that is at least as good as any schedule obtained from extending \(s_2\).

Clearly, only non-dominated schedules are warranted in the construction of the optimal schedule. Unfortunately, given the complexity of the problem, it is unlikely that there exist efficient necessary conditions for proving dominance of one schedule over another. However, we can find reasonable sufficient conditions by observing that the required spacing between a pair of doses of the same vaccine is generally non-decreasing in the age the first dose in the pair is administered. Using this observation, we can
identify within a given schedule certain vaccine-dose pairs that are deemed “critical” for the timing, spacing and/or contraindication of any remaining doses. We define the following to identify these critical vaccine-dose pairs for a feasible schedule $s$:

$$
\Psi(s) = \{ (v, i) : v \in V, i \in \{1, \ldots, n_v(s)\} \}
$$

such that either:

i. $t_{v,i}(s) + t_{\text{gap}}^{v,i,j}(t_{v,i}, t') > t'$

for some $j \in \{n_v(s) + 1, \ldots, n_v\}$ and $t' \geq t(s)$, or

ii. $t_{v,i}(s) + t_{\text{live}} > t(s)$ and $v \in V_{\text{live}}$

Domiance can then be recognized by using the criteria set out in the following proposition when assuming that the spacing required between doses is non-decreasing in the age the first dose in the pair is scheduled.

**Proposition 4.** If $t_{\text{gap}}^{v,i,j}(t_{v,i}, t_j)$ is non-decreasing in $t$, for all $v \in V$, $i \in \{1, \ldots, n_v\}$, $j \in \{i + 1, \ldots, n_v\}$, and $t_j$, then for any two feasible schedules $s_1$ and $s_2$ such that $t = t(s_1) = t(s_2)$, $s_1 \preceq s_2$ whenever:

**D-1.** $n_v(s_1) \geq n_v(s_2)$ for all $v \in V$,

**D-2.** $n_v(s_1) = n_v(s_2)$ for all $v \in V_{\text{live}}$ s.t. $(v, n_v(s)) \in \Psi(s)$,

**D-3.** $t_{v,i}(s_1) \leq t_{v,i}(s_2)$ for all $(v, i) \in \Psi(s_1)$ such that $i \in \{1, \ldots, n_v(s_2)\}$, and

**D-4.** $\sum_{v \in V} \sum_{i=1}^{n_v(s_2)} d_{v,i}(s_1) \leq \sum_{v \in V} \sum_{i=1}^{n_v(s_2)} d_{v,i}(s_2)$.

The dominance criteria simply state that $s_1$ dominates $s_2$ if (1) $s_1$ has scheduled at least as many doses as $s_2$ for each vaccine, (2) $s_1$ has scheduled the same number of doses as $s_2$ for any live vaccine whose last dose in $s_1$ prohibits the scheduling of any other live vaccine at age $t$, (3) the timing of critical doses scheduled in $s_1$ is no later in $s_1$ than in $s_2$, and (4) the total delay in administering doses in common is no worse in $s_1$ than in $s_2$.

If the required gap between a pair of doses is non-decreasing in the age the first dose is scheduled, then intuitively it makes sense that a schedule with the critical doses scheduled earlier has more flexibility for scheduling future doses. The remaining non-critical doses play no part in determining the flexibility available for scheduling the remaining doses but may contribute to the overall quality of the schedule. The proof of the validity of this dominance criteria is given in the appendix.

**Algorithm 1 The DP Algorithm**

**Input:** schedule $s$.

**Initialize:**

planning horizon $(\tau(s) = \{t_1, \ldots, t_{\tau(s)}\})$,

$S(t_0) \leftarrow \{s\}$, and

$S(t_k) \leftarrow \emptyset$ for all $k = 1, \ldots, |\tau(s)|$.

**Main Loop:**

for $k = 1, \ldots, |\tau(s)|$ do

/* Iteration $k$ */

for all $s' \in S(t_{k-1})$ do

for all $V' \subseteq V$ s.t. $|V'| \leq M$ do

if $(s', V', t_k)$ is feasible then

if $s'' \not\in (s', V', t_k)$ for any $s'' \in S(t_k)$ then

remove from $S(t_k)$ any schedule $s''$

s.t. $(s', V', t_k) \preceq s''$, and

$S(t_k) \leftarrow S(t_k) \cup \{s', V', t_k\}$

end if

end if

end for

end for

end for

**Output:** schedule $s^* \in S_{\tau(s)}$ such that $[c(s^*), n(s^*), -d(s^*)] \geq L [c(s'), n(s'), -d(s')]$ for all $s' \in S_{\tau(s)}$.

Given criteria for efficiently recognizing dominance, we can then use the DP algorithm outlined in Algorithm 1 to construct the optimal schedule. We start by discretizing the planning horizon available to us to schedule the remaining doses. The discretization is chosen so that we do not delay administering an overdue dose too much while leaving sufficient time between discretization points to avoid frequent visits to a clinic. Typically in practice, a weekly discretization is used. For a given schedule $s$, we define $(\tau(s) = \{t_1, t_2, \ldots, t_{\tau(s)}\})$ to be the ordered set of time points corresponding to possible ages a dose can be administered starting with $t_1 > t(s)$. Thus, starting with $s$ and age $t_0 = t(s)$, the DP algorithm at each iteration
constructs for some time point \( t_k \), all possible schedules that can be obtained by extending all non-dominated schedules constructed for age \( t_{k-1} \). Here, we denote with \( \langle s', V', t \rangle \), the new schedule resulting from extending schedule \( s' \) by scheduling each vaccine in the set \( V' \subseteq V \) at age \( t \) and setting \( t(s', V', t) = t \). Any newly constructed schedule that is either infeasible or dominated by an existing schedule is immediately discarded. Otherwise, the algorithm discards any schedule that may instead be dominated by the newly constructed schedule.

**Proposition 5.** At the end of iteration \( k \) of Algorithm 1, \( S_{t_k} \) contains all non-dominated extensions of schedule \( s \) that do not have any doses scheduled after age \( t_k \).

**Proof** Let \( s' \) be a feasible extension of \( s \) such that \( t(s') = t_k \). We prove by induction on \( k \) that at the end of iteration \( k \), there exists \( s^* \in S_{t_k} \) such that \( s^* \preceq s' \).

If \( k = 1 \), let \( V' \) be the set of vaccines that are scheduled at age \( t_1 \) in \( s' \). Since \( s' = \langle s', V', t_1 \rangle \), and \( S_{t_0} = \{ s \} \), \( s' \) must have been constructed during iteration 1. Thus, if \( s' \notin S_{t_1} \), at the end of iteration 1, then it must have been discarded due to dominance, i.e. there exists \( s^* \in S_{t_1} \) such that \( s^* \preceq s' \).

Suppose \( k > 1 \) and let \( V' \) be the set of vaccines that are scheduled at age \( t_k \) in \( s' \). Let \( s'' \) be the schedule obtained by removing vaccines \( V' \) from \( s' \), i.e. \( s' = \langle s'', V', t_1 \rangle \). By induction, there exists \( s'' \in S_{t_{k-1}} \) such that \( t(s''') = t(s'') \) and \( s'' \preceq s'' \). Let \( s^* \) be the best extension of \( s'' \), and let \( V'' \) be the vaccines scheduled on day \( t_k \) in \( s^* \). Since \( s'' \preceq s'' \), it follows from definition of dominance that any extension of \( s'' \) can be no better than the best extension of \( s'' \). Thus, we must have \( s''' = \langle s''', V'', t_k \rangle \preceq s' = \langle s'', V', t_k \rangle \). Finally, since \( s'' \in S_{t_{k-1}} \), it follows that \( s''' \) must have been constructed during iteration \( k \). Thus, if \( s''' \notin S_{t_k} \), by the end of iteration \( k \), then it must have been discarded due to dominance, i.e. there exists \( s^* \in S_{t_k} \) such that \( s^* \preceq s' \). □

**Corollary 1.** At the end of iteration \( k \) of Algorithm 1, \( S_{t_k} \) contains the best extension of \( s \) that does not have any doses scheduled after age \( t_k \).

Thus, starting with a partial schedule containing only the past vaccination history of the child, the DP constructs the optimal schedule for administration of the remaining doses. Using the given dominance criteria, we are able to solve most instances within a second and have never encountered any practical instance that took longer than a handful seconds to solve.

Note that if there is no limit on the number of simultaneous administrations, and no live vaccines, then there would be no reason to delay administration of some overdue dose. Indeed, in this case, for a given schedule \( s' \) and feasible extensions \( \langle s', V', t \rangle \) and \( \langle s', V'', t \rangle \), it follows from Proposition 4 that \( \langle s', V', t \rangle \preceq \langle s', V'', t \rangle \) if \( V'' \subseteq V' \). Thus, one can construct an optimal extension of a given schedule by simply scheduling sequentially in time all vaccines that can be feasibly scheduled at a given age. This leads to an algorithm that is linear in the number of time points.

Even if there are live vaccines, the current rules require a spacing of 28 days when they are not scheduled during the same visit. Thus, since the required spacing between doses of the same vaccine is at least four weeks in most cases and since we use a weekly discretization, enforcing the spacing between live vaccines does not in practice have a huge impact on the size of the state-space explored by the DP algorithm.

### 5.3. Practical Issues

The following are some of the more practical considerations made to ensure the day-to-day practicality, usefulness, and long-term sustainability of the solution approach within a decision support tool.

#### 5.3.1. Regular Versus Accelerated Schedules

Once a child has caught-up to the original schedule for some vaccine, it is then undesirable to administer any subsequent doses before the recommended age if possible. In this case, we penalize both the delay and premature scheduling of any subsequent doses. On the other hand, rather than target the recommended age, in an accelerated schedule the doses are scheduled as soon as feasibly possible. Accelerated schedules may be preferable in cases where a child comes from a historically high risk demographic, or if they have a
sporadic vaccination history. Constructing an accelerated schedule is easily achieved by simply setting the recommended age to the earliest possible time for administering a dose. In the tool, the user is given the choice to construct a regular schedule as well as an accelerated schedule.

5.3.2. Combination Vaccines. The use of combination vaccines, which combine two or more vaccinations within a single shot, is another practical consideration of note. Simultaneous administration of vaccines under the guidelines set out by ACIP is an encouraged practice (see recommendations in Plotkin and Orenstein (2004) and Atkinson et al. (2006)) since studies have shown that this practice places almost no additional burden on the immune system of a healthy child. Combination vaccines thus, allow for equal coverage with less discomfort to a child.

One can administer a combination vaccine only if it is feasible to administer each individual vaccine in the combination. Although we have not explicitly included this as part of our model, we can ensure vaccines bundled within a combination are scheduled together by simply enforcing that the subset of vaccines $V'$ that is used to extend a schedule in the DP algorithm contains either all the vaccines in a given combination or none of them. In this way, vaccines belonging to the same combination are always aligned to be scheduled at the same age.

5.3.3. Dealing with an Infeasible Vaccination History. The DP algorithm works under the premise that the schedule we start with is feasible. This may not necessarily be the case if a child’s vaccination history is used as the starting point. It may be the case that the user has simply entered data incorrectly or, the child has actually received an incorrect dose in the past. In either case, we use the feasibility checker within the DP to check the feasibility of the starting schedule and warn the user if there are any irregularities. If it is confirmed that a dose has been incorrectly administered in the past, the user is prompted to remove such doses from the vaccination history to allow the scheduler to reschedule the dose.

5.3.4. Testing and Piloting. To ensure the tool is accurate, easy to use and reflects the current and future needs of providers and caretakers, we have collaborated closely with both the rule makers and the potential users. A beta version of the tool was demonstrated at the AAP National Conference and Exhibition (NCE) 2007 and presented to the Committee on Infectious Diseases (COID) as well as several pediatric clinics in Atlanta, GA. The feedback gathered was used to develop the user interface and design the output to best meet the needs of caretakers and providers.

5.3.5. A Vaccine Modeling Language. When new vaccines are added to the lineup, or modifications are made to the rules for existing vaccines, the core optimization technology remains unchanged. Although this seems like an obvious statement, it is of vital importance for the sustainability of the tool within a environment where the people responsible for updating the tool may not be familiar with optimization or optimization based technologies. The tool contains an external wrapper called the Vaccine Modeling Language (VML) that allows authorized persons to add new vaccines or modify the characteristics of existing vaccines easily without having to change the fundamental components of the algorithm. The VML is a tabular encapsulation of all the characteristics that define the rules and guidelines for each vaccine. Here, an expert user may set such input as the number of doses for a new vaccine, the minimum and maximum age for each dose, and a matrix as shown in Table 1 to regulate the gap between two doses given the current age of the child and the age at which the first dose in the pair is administered.

6. A Case Study of Two Scenarios

In this section, we present four solutions obtained for two different real-life scenarios for children requiring catch-up schedules. These cases present varying levels of urgency in terms of how far behind a child has fallen as well as demonstrate the action/in-action of different rules that govern the timing, spacing and premature termination of a series.
**Case 1:** A 4 month old child who has received HepB at birth and one each of HepB, DTaP, Hib, and PCV at 2 months of age.

**Case 2:** A one year old child without any vaccination.

Figures 3-6 display the different solutions obtained for each of the two scenarios. The first two rows of each chart displays the age and dates for scheduled visits. The first column corresponds to the vaccine line-up. Each box in the chart represents four possible outcomes for a scheduled dose:

- **AD** – an already Administered Dose,
- **CD** – a Catch-up Dose scheduled after the recommended age,
- **OD** – an On-time Dose scheduled during the recommended age, and
- **PD** – a Preemptive Dose scheduled before the recommended age.

At the end of each row we give a tally of doses administered/scheduled out of the total recommended for a vaccination series to be considered completed.

Consider the solution obtained for Case 1 shown in Figure 3. Note that the Rota vaccine has been skipped altogether since this vaccination series must be started by 12 weeks of age and no doses can be administered after 32 weeks. Note also that although this child is 4 months behind for 5 of the 9 vaccines, the schedule has the child catch-up for all but Rota by
Figure 5  A catch-up schedule constructed for Case 2.

<table>
<thead>
<tr>
<th>Age</th>
<th>6-12 months</th>
<th>12-15 months</th>
<th>15-18 months</th>
<th>18-24 months</th>
<th>3-4 years</th>
<th>4-6 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>HepB</td>
<td>red</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hib</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCV</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPV</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMR</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HepA</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The solution shown in Figure 4 is also for Case 1, except this time an accelerated schedule is constructed. Observe that the third doses of HepB, DTAp, Hib and PCV along with the final doses of IPV, MMR and Var have all been brought forward. However, due to the required spacing, fewer doses could be aligned during future visits and thus, additional visits are required to complete the vaccination series in the accelerated schedule compared to the regular schedule given in Figure 3. In practice, a provider might use the information provided by the accelerated schedule to check all vaccines that can be administered on the current date and then construct a regular schedule for administration of future doses.

The final two solutions (Figures 5 and 6) display the solution for Case 3 which is often the standard scenario for internationally adopted or immigrant children presumed not to have received any vaccinations (see Cohen and Veenstra (2006)). Since the one year old child is assumed not to have received any vaccinations, the standard recommendation as displayed in

Figure 6  A catch-up schedule constructed for Case 2 when limiting the number of simultaneous administrations to 4 vaccines.

<table>
<thead>
<tr>
<th>Age</th>
<th>6-12 months</th>
<th>12-15 months</th>
<th>15-18 months</th>
<th>18-24 months</th>
<th>3-4 years</th>
<th>4-6 years</th>
</tr>
</thead>
<tbody>
<tr>
<td>HepB</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hib</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCV</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IPV</td>
<td>red</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMR</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Var</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HepA</td>
<td>OD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6 months of age. This is indicated by the trailing OD boxes at 6 months of age. Observe that once a child has caught-up, we are able to offer a range of valid dates for administration of the remaining doses as in the original recommended schedule given in Figure 1.
Figure 5 is to vaccinate the child with all 8 vaccines that can be feasibly administered on the current day. However, unless a clinic has many of these in combination, it is unlikely that they would actually administer 8 shots during a single visit. Figure 6 displays the solution when the user chooses to restrict the maximum number of simultaneous administrations to 4. Note how the scheduler has chosen to push back the first doses of HepB, MMR, Var and HepA. Since HepB, DTaP, Hib and PCV are long overdue priority is given to these vaccines over MMR, Var, and HepA. Note that when a range of possible dates is given for administering some dose, we assume the child will receive the dose on the first day in the recommended interval for the purposes of restricting the number of simultaneous administrations.

7. The Scheduler in Practice

The tool was downloaded over 7,000 times from CDC’s website in its first month of release to the public and continues to be downloaded at a rate over 1,500 per week. The tool has also been featured in over 50 different online magazines and new articles including the Washington Post (Kritz (2008)), U.S. News (Shute (2008)), and was recently featured on the front page of AAP News (Cash (2008)).

Several physicians including Dr. Bocchini (chair of the AAP Committee on Infectious Diseases) and Dr. Robert Harrison (Children’s Healthcare of Atlanta) who have used the tool have commented that in a busy office they appreciate the rapidity with which decisions can be made by using the tool when a child falls behind on his or her immunizations. They noticed that parents have brought the schedule with them to physician visits and are able to ask appropriate questions and feel they are part of the process. The amount of time saved in determining what vaccines need to be administered when a child is behind and the confidence that the recommended vaccines are administered are major benefits to them. Moreover, physicians feel that the scheduler helps them ensure that children receive vaccines within the recommended guidelines.

Feedback from parents have also been very positive. Parents have benefitted from using the tool by understanding the complexity of the immunization schedule and the importance of keeping their children up to date with their immunizations. When children fall behind on their immunizations, the tool has provided an opportunity to know what immunizations are recommended on physician visit days and what immunizations will be given during future visits. Parents have stated that they appreciate being part of the immunization process by becoming educated and able to discuss vaccine issues with their child’s physicians and nurses. Parents also like to be able to print their child’s personalized schedule of the recommended dates to administer future vaccines.

8. Conclusions

Although there have been significant improvements in infection and mortality rates for vaccine preventable diseases since vaccines were first licensed for recommended use, tens of thousands of children in the United States still contract and many die from vaccine preventable diseases each year (Roush et al. (2007)). Furthermore, given the enormous direct and indirect cost on society of not immunizing children, and the fact that many children fall behind and might not receive the optimal protection against vaccine preventable diseases, the possible socioeconomic and health benefits from ensuring the timely and accurate administration of vaccines could be significant.

Health care providers are faced on a daily basis with the challenging task of constructing catch-up schedules for childhood immunization. The manual process of constructing such schedules is both difficult and time consuming often resulting in inaccurate or incomplete schedules that can have a detrimental impact on the timeliness of coverage rates.

In this paper, we examine the complicating characteristics of the catch-up scheduling problem and design a DP algorithm that constructs a schedule for a child based on their vaccination history and current age that are optimal with respect to the potential coverage provided to the child. By observing and exploiting the
fact that the separation required between doses of the same vaccine is non-decreasing in the age some previous dose is administered, we derive dominance criteria that are sufficiently tight in practice to solve practically sized problems very quickly.

The tool is currently available for download from CDC’s website (www.cdc.gov/vaccines/scheduler/catchup.htm) and is being advocated by both the CDC and AAP as a means of encouraging caretakers and providers to take a more proactive role in ensuring timely vaccination coverage of children under their care, and ensuring the accuracy and quality of a catch-up regime.
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Appendix. Validity of Dominance Criteria

Proof of Proposition 4. Let \( s'_2 \) be a feasible extension of schedule \( s_2 \). We show that we can use \( s'_2 \) to construct a feasible extension of \( s_1 \) that is at least as good as \( s'_2 \).

Let \( s'_1 \) be the schedule obtained from extending \( s_1 \) by scheduling for each vaccine \( v \in V \), doses \( i \in \{n_v(s_1) + 1, \ldots, n_v(s'_2)\} \) at age \( t_{v,i}(s'_2) \). We first show that \( s'_1 \) is feasible.

Clearly, since \( s_1 \) and \( s'_2 \) are feasible, \( s'_1 \) must be feasible for the age window for each dose of each vaccine.

Again, since \( s_1 \) and \( s'_2 \) are feasible, \( s'_1 \) must clearly be feasible for the spacing between any pair of doses \( i \) and \( j \) of some vaccine \( v \) when \( i, j \in \{1, \ldots, n_v(s_1)\} \) or \( i, j \in \{n_v(s_1) + 1, \ldots, n_v(s'_1)\} \). We next show that spacing is also feasible when \( i \in \{1, \ldots, n_v(s_1)\} \) and \( j \in \{n_v(s_1) + 1, \ldots, n_v(s'_1)\} \). If \( i > n_v(s_2) \), then since \( t(s_1) = t(s_2) \), \( i \) cannot be scheduled earlier in \( s'_2 \) than in \( s'_1 \). Similarly, if \( (v, i) \in \Psi(s_1) \) and \( i \in \{1, \ldots, n_v(s_2)\} \), then from condition \( D-3 \) it again follows that \( i \) cannot be scheduled earlier in \( s'_2 \) than in \( s'_1 \). Thus, in both cases, since \( j \) is scheduled at the same age in \( s'_1 \) and \( s'_2 \), and since we assume the minimum gap required is non-decreasing in the age dose \( i \) is given, the spacing between the administration times of doses \( i \) and \( j \) must be feasible in \( s'_1 \) if it is feasible in \( s'_2 \). Hence, we may assume that \( (v, i) \notin \Psi(s_1) \). If \( (v, i) \notin \Psi(s_1) \), then by definition of \( \Psi(s_1) \), we must have \( t_v,i(s_1) + t_{v,j}(s_1), t' \leq t' \) for all \( t' \geq t(s_1) \) and thus, \( t_v,i(s_1) + t_{v,j}(s_1) \leq t_{v,j}(s_1) \) since \( t_v,i(s_1) = t_v,i(s_1) \) and \( t_v,i(s_1) \geq t(s_1) \). Hence, the age between doses \( i \) and \( j \) must again be feasible.

We next show that \( s'_1 \) is feasible for the spacing between live vaccines as well.

As with the spacing of doses of the same vaccine, since \( s_1 \) and \( s'_2 \) are feasible, \( s'_1 \) must also be feasible for the spacing between any two doses \( i \) and \( j \) of live vaccines \( v \) and \( w \) respectively when \( i \in \{1, \ldots, n_v(s_1)\} \) and \( j \in \{1, \ldots, n_w(s_1)\} \), or \( i \in \{n_v(s_1) + 1, \ldots, n_v(s'_1)\} \) and \( j \in \{n_w(s_1) + 1, \ldots, n_w(s'_1)\} \). We next show that the spacing is also feasible when \( i \in \{1, \ldots, n_v(s_1)\} \) and \( j \in \{n_v(s_1) + 1, \ldots, n_v(s'_1)\} \). Indeed, if \( (v, i) \notin \Psi(s_1) \), then it follows from definition of \( \Psi(s_1) \) that \( t_v,i(s_1) + t_{v,j}(s_1) \leq t(s_1) \). Thus, since \( t_{w,j}(s'_1) \geq t(s_1) \), it follows that \( t_{w,j}(s'_1) - t_{v,i}(s_1) \geq t_{v,j}(s_1) \). Hence, we may assume \( (v, i) \in \Psi(s_1) \) and thus since \( t_v,i(s_1) < t_v,i(s_1) \) also \( (v, n_v(s_1)) \in \Psi(s_1) \). In this case, we have from condition \( D-2 \) that \( n_v(s_1) = n_v(s_2) \) and thus, from condition \( D-3 \) that \( t_v,i(s_1) \leq t_v,i(s_2) \). By construction of \( s'_1 \), we have \( t_{w,j}(s'_1) = t_{w,j}(s'_2) \), and thus \( s'_1 \) must be feasible with respect to the spacing between doses \( i \) and \( j \) of live vaccines \( v \) and \( w \) if \( s'_2 \) is feasible.

As a final note on the feasibility of \( s'_1 \), observe that by construction of \( s'_1 \), \( s'_1 \) has at most the same number of doses scheduled as \( s'_2 \) after age \( t \). Thus, since \( s_1 \) and \( s'_2 \) are feasible, \( s'_1 \) does not violate the maximum number of allowable vaccinations at any age.

We next show that \( s'_1 \) is at least as good as \( s'_2 \). Indeed, observe that by condition \( D-1 \) and construction of \( s'_1 \), \( s'_1 \) has at least the same number of doses scheduled as \( s'_2 \) for each vaccine. Thus, \( c(s'_1) \geq c(s'_2) \) and \( n(s'_1) \geq n(s'_2) \). Furthermore, if \( n(s'_1) = n(s'_2) \), then \( n_v(s'_1) = n_v(s'_2) \) for all \( v \in V \). Thus, any dose scheduled in \( s_1 \) but not in \( s_2 \) is scheduled at a later age in \( s_2 \) and thus we have \( \sum_{v \in V} \sum_{i=n_v(s_1)+1}^{n_v(s'_1)+1} d_v,i(s'_1) \leq \sum_{v \in V} \sum_{i=n_v(s_2)+1}^{n_v(s'_2)+1} d_v,i(s'_2) \). In addition, by construction of \( s'_1 \), the timing of doses scheduled in \( s'_2 \) but not in \( s_1 \) is the same as in \( s'_2 \).
and thus we have $\sum_{v \in V} \sum_{i=n_v(s'_i)} d_{v,i}(s'_i) = \sum_{v \in V} \sum_{i=n_v(s'_i) + 1} d_{v,i}(s'_i)$. Finally, from condition $D-4$, it follows that $\sum_{v \in V} \sum_{i=1}^{n_v(s'_2)} d_{v,i}(s'_1) \leq \sum_{v \in V} \sum_{i=1}^{n_v(s'_2)} d_{v,i}(s'_2)$ and thus, $d(s'_1) \leq d(s'_2)$.
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